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INTRODUCTION
Large Language Models (LLMs)
are a type of Artificial Intelligence
(Al) system that can process and
generate human-like text based
on the patterns and relationships
learned from vast amounts of text
data. LLMs use a machine learning
technique called deep learning to process text data from books, articles, web pages and
other sources. Context Windows are the space or memory available for users of LLMs to
prompt a response. In addition to these data sources, LLMs may analyze and process the
text users enter in context windows — which are typically large enough for a few thousand
words — for model training and improvement. This presents unprecedented risks to trade
secret owners as proprietary information may be inadvertently or maliciously publicly
disclosed through use of LLMs and context windows. As LLM solutions continue to evolve,
organizations should continue to evaluate policies and procedures that protect against
these related risks.

This article examines how LLMs process text and potentially disclose trade secret
information; the potential adverse impacts of the disclosure of trade secrets by LLMs; the
reasonable measures trade secret owners may implement to protect against this risk, and
the remedies available to trade secret owners when proprietary information is inadvertently
or maliciously disclosed via LLMs. We also discuss potential discovery strategies in litigation,
address how the disclosure of trade secrets via LLMs is like other types of disclosures and
evaluate insurance coverage options.

Open-Al released the first LLM, known as GPT-3, in 2020. Today, ChatGPT-4.5 and other
LLMs such as DeepSeek, Qwen2.5-Max, Grok 3, LIaMA 3.3, Claude, and Gemini 2.5 are
commonly used by individuals, businesses, students, educators, and other organizations.
These powerful tools offer unprecedented capabilities for information processing and
content creation. However, they also introduce novel risks to intellectual property owners,
particularly concerning the protection of trade secrets.

For many organizations, trade secrets represent a critical form of intellectual property,
often comprising their most valuable and sensitive information — manufacturing processes,
customer lists, algorithms, product formulas, customer-specific pricing, and other business
strategies. Unlike patents or copyrights, trade secrets derive their value precisely from
remaining confidential. Once publicly disclosed, they lose protection and value permanently.

HOW LLMs PROCESS TEXT DATA

Understanding how LLMs process text data is important to properly evaluate the risks they
pose to the disclosure of trade secrets. LLMs use a machine learning technique called deep
learning to process text from books, articles, web pages, and other sources. Context windows
are the space or memory available for users of LLMs to prompt a response. When an LLM
user inputs information into a context window during a chat session, several processes
within the LLM may create potential disclosure of proprietary information, including:

e Input Processing: When text is entered into an LLM context window during a chat
session, that text becomes part of the immediate conversation context. The LLM uses
this context to generate output, referred to as “completions.”

e Model Training: While the providers of most LLMs indicate that they do not utilize
the text entered in context windows to train their LLMs without consent, policies
vary significantly between providers. Some providers may utilize user text for model
improvement, fine-tuning, or to enhance the quality of completions unless users
explicitly opt out.

e Data Storage: The text users input into context windows during chat sessions are often
stored on providers’ servers for a certain period. Even with the most robust security
measures, this presents additional security risk to trade secret owners.

e Pattern Recognition: LLMs are designed to recognize patterns within seemingly
disparate textual data. A trade secret disclosed piecemeal across multiple chat sessions
could potentially be reconstructed by an LLM as part of its completed response to
related queries of third party users, even without explicit retention of the original texts
containing the proprietary information.

The key vulnerability lies in the fact that once proprietary information is input into a public
LLM, the trade secret owner loses effective control over that information. The LLM provider
becomes an unwitting custodian of the data, with varying levels of safeguards against its
public disclosure or use.

POTENTIAL ADVERSE IMPACTS OF TRADE SECRET DISCLOSURE VIA LLMs
The potential adverse impacts of the public disclosure of trade secrets through LLMs may
be significant, and include:

e Permanent Loss of Protection: Trade secret protection requires that the information
remains confidential to the owner and not be within the public domain. Courts have
consistently held that once a trade secret is within the public domain — regardless of
how that disclosure occurred — the information permanently loses its status as a trade
secret. This is different than disclosures to third parties which might be contained or
redressed through an injunction or legal remedy.

e Exponential Public Disclosure: Unlike traditional disclosures which may be limited
to a specific business partner, vendor, customer, competitor, or publication, LLMs
can potentially disclose proprietary information entered in context windows during
“private” chat sessions with thousands or even millions of users worldwide, creating
a non-containable exponential level of public disclosure. What is worse is that third
party recipients of proprietary information via LLMs have no confidentiality obligations
to the original owner. And it may be impossible to identify those who have accessed the
information, making enforcement against subsequent users more difficult.

e Loss of Competitive Advantage: By definition, trade secrets are protected as such
because of the competitive advantage owners derive from their secrecy. Once
competitors gain access to the proprietary information through an LLM’s completed
response, this advantage is irreparably lost.

e Adverse Financial Impact: The adverse financial impact of the loss of trade secrets may
be significant. A 2023 analysis by Ocean Tomo of companies that comprise the S&P500
indicates that intangible assets commanded 90% of the combined market values as
of 2020. Thus, the public disclosure of key trade secrets may permanently impact a
company’s market value, especially companies driven by innovation.

e Reputational Damage: Beyond the direct adverse financial impact, companies may
sustain reputational harm and a loss of goodwill among customers, investors, other
stakeholders, and the public at-large if valuable trade secrets are publicly disclosed.

The most grievous impact of disclosure via LLMs may be that a trade secret owner may
remain unaware of the disclosure until the damage is done — when competitors implement
similar processes, or when the once secret information becomes common knowledge
within an industry.

REASONABLE MEASURES TO PROTECT TRADE SECRETS FROM LLM RISKS
Organizations should consider implementing reasonable measures to protect against the
risk of trade secret disclosure via LLMs by both corporate users and third parties.

A. Reasonable Measures for Corporate User Disclosures

e Develop Clear LLM Usage Policies: Trade secret owners should establish clear corporate
policies that identify the types of information that may and may not be input into the
context windows of LLMs during chat sessions. These policies should explicitly prohibit
the input of trade secrets and other proprietary business information.

e Utilize Private or On-Premises LLM Solutions: Consider deploying private LLM solutions
on-premises that operate entirely within the organization’s secure environment,
eliminating the risk of trade secret disclosure to external systems and third parties.

e |Implement Technical Controls: Deploy IT solutions capable of scanning and blocking
the transmission of identified proprietary information through the context windows of
LLMs, similar to data-loss-prevention (DLP) solutions.

e Negotiate Carefully with LLM Providers: Negotiate agreement terms with providers
of LLMs that specifically address data usage, retention, and confidentiality. Ensure the
agreements include provisions that prohibit the use of proprietary information for
model training and that require prompt deletion of text entered in context windows
after the end of a chat session.

e Compartmentalize Proprietary Information: Limit complete knowledge of trade secrets
and other proprietary information to essential personnel only, reducing the likelihood
that any individual employee could inadvertently or intentionally enter an entire trade
secret into the context window of an LLM.

e Periodic Training and Awareness: Educate employees about the risks associated with
disclosing proprietary information during LLM chat sessions and provide clear examples
of what constitutes appropriate versus inappropriate use of LLMs.

e Monitor LLM Usage: Implement monitoring solutions to track employees’ interaction
with LLMs and regularly audit interactions for potential inappropriate use, including the
disclosure of proprietary information.

o

. Reasonable Measures for Third-Party Disclosures

e Update Confidentiality Agreements: Update vendor / partner NDAs and employee
confidentiality agreements to explicitly prohibit the input of proprietary information
and trade secrets into the context window of LLMs or other Al solutions.

e Utilize LLM and Al-Specific Agreements: When sharing trade secrets with vendors,
business partners, or employees, execute agreements with provisions that prohibit the
use of LLM and Al solutions to process, analyze, or store proprietary information.

¢ Implement Usage Logging: Require partners and vendors to maintain logs of how and
where your trade secret information is stored, processed, and accessed, including, for
example, explicit prohibition of inputs in LLM context windows.

e Regular Compliance Certification: Require periodic certification from partners and
vendors confirming that they have not entered your trade secrets into an LLM solution
or Al system context window.

e Watermarking and Tracking: Where feasible, implement digital watermarking or other
tracking mechanisms that help identify the source if confidential information is leaked.

These measures may help satisfy the “reasonable efforts to maintain secrecy” requirement
of trade secret laws and create a stronger position for legal action if misappropriation
occurs.

DISCOVERY STRATEGIES IN TRADE SECRET LITIGATION INVOLVING LLMs
As the legal landscape adapts to the challenges posed by Al and LLMs, attorneys handling
related trade secret misappropriation disputes should consider novel discovery approaches:

e Expanding Discovery Requests: Prepare and serve interrogatory and document
requests that specifically address the defendant’s use of LLMs or Al systems in relation
to the asserted trade secrets. Sample language might include:

o “ldentify all instances where you input, uploaded, or otherwise provided the
plaintiff’s trade secret information or any portion thereof to a context window or
other prompt of an LLM or Al system.”

o “Produce all transcripts, logs, other business records, and / or communications
with any LLM or Al system regarding [specific trade secret subject matter].”

e LLM Usage Logs: Request defendant’s logs of LLM usage, including timestamps,
prompts, and responses (i.e., completions) that might contain or reference the asserted
trade secrets.

e Forensic Analysis: Conduct forensic examination of defendants’ servers, computers, and
other devices to identify relevant interactions with LLM solutions during the relevant
time periods.

e Third-Party Subpoenas: Consider issuing subpoenas to LLM providers for records of the
defendant’s usage, subject to appropriate confidentiality protections.

e Deposition Questions: Develop specific deposition questions addressing whether and
how defendants utilized LLMs when working with the asserted trade secrets.

e Expert Analysis: Engage experts who can analyze whether the defendant’s outputs
(products, processes, etc.) show evidence of being informed by LLM-processed versions
of the plaintiff’s asserted trade secrets.

This comprehensive discovery approach may help to establish whether trade secrets were
entered into LLMs as part of a defendant’s use, attempted design-around, or improvement
of the asserted trade secret information.

PREVIOUS CASES INVOLVING DISCLOSURE OF TRADE SECRETS
While disputes alleging trade secret misappropriation via use of LLMs are still emerging,
previous disputes involving public disclosure through other means offer guidance:

A. Tekmira Pharmaceuticals Corp. v. Alnylam Pharmaceuticals, Inc.

The 2011 case of Tekmira Pharmaceuticals Corp. v. Alnylam Pharmaceuticals, Inc. 12
presents a scenario involving the public disclosure of trade secrets. In that case, Tekmira
alleged that Alnylam improperly disclosed its trade secrets related to lipid nanoparticle
technology for drug delivery in certain US patent applications. Alnylam originally obtained
access to Tekmira’s trade secrets through a collaboration agreement with Tekmira.

Ocean Tomo was retained to quantify Tekmira’s recovery, which included the lost value of
the Tekmira trade secrets allegedly disclosed by Alnylam. The case ultimately settled for
USD 65 million 13 and established an important principle: a trade secret defendant may be
liable for the public disclosure of a plaintiff’s trade secrets even if the defendant originally
gained access to and subsequently disclosed those trade secrets via seemingly legitimate
means, such as through collaboration agreements and US patent applications.

This principle may apply to scenarios involving the use of LLMs. For example, a party that
inputs another’s trade secrets into a context window or similar LLM prompt which results in
the public disclosure through subsequent LLM responses to third parties, could face similar
liability and damage claims based on lost value, as in the Tekmira case.

B. Group One, LTD v. Hallmark Cards, Inc.

In Group One Ltd. v. Hallmark Cards, Inc., a case involving both patent and trade secret
issues, the Federal Circuit affirmed a Missouri District Court opinion. The district court held
that, under a property theory of trade secrets, once Group One’s asserted trade secrets
were disclosed in a published Patent Cooperation Treaty (PCT) application, their status as
trade secrets was destroyed.

Based on the district court finding, the Federal Circuit affirmed that damages for
misappropriation “were limited to any ‘head-start’ advantage Hallmark obtained by using
the trade secrets between the date Group One disclosed them to Hallmark and the data
the PCT application was published.”

These cases illustrate that a legitimate means of public disclosure (i.e., for a patent
application) is not a mitigating factor that prevents the loss of trade secret protection. In
addition, these cases also illustrate that a legitimate means of public disclosure does not
offset or mitigate the amount recoverable by a trade secret owner when a misappropriator
is responsible for the disclosure.

Based on these and other opinions, by extension, a party which inputs another’s trade
secrets into an LLM context window — potentially leading to disclosure via LLM responses
to third-party inquiries — could be held liable for that disclosure and responsible for the lost
value to the trade secret owner.

A DUAL THREAT: COPYRIGHT INFRINGEMENT AND TRADE SECRET
MISAPPROPRIATION

The input of trade secret documents into a context window of an LLM solution may raise
implications of both copyright infringement and trade secret misappropriation.

A. Copyright Liability Implications

Business records containing trade secrets are often also protected by copyrights, which
generally offers protection against another’s unlicensed reproduction, distribution, or
creation of derivative works. When a party enters copyrighted works into a context window
of an LLM, the following copyright-related issues may be raised:

e Unauthorized Reproduction: Entering text or other materials into the context window
of an LLM creates a copy, potentially violating the copyright owner’s exclusive right of
reproduction.

e Creation of Derivative Works: The LLM processes and transforms the work entered into
the context window, potentially creating unauthorized derivative works.

e Distribution to Third Parties: If the LLM provider uses the copyrighted work for training
the LLM or if the processed work becomes available to third parties, this may constitute
unauthorized distribution.

While fair use defenses might be raised, courts would likely consider the commercial and
potentially competitive nature of the use, the potential harm to the copyright owner, and
the substantiality of the portion used —all factors that can weigh against a finding of fair use
in the copyright context.

B. Copyright Damages Implications
A finding of copyright infringement and trade secret misappropriation may result in larger
claims for monetary recovery:

e Copyright awards can include statutory damages (up to USD 150,000 per work for willful
infringement), a copyright owner’s actual losses, and an infringer’s related profits to the
extent they exceed an owner’s losses.

e Trade secret misappropriation awards can likewise include the owner’s actual losses, the
defendant’s unjust enrichment (avoided costs + profits from sales of accused products),
reasonable royalties, and potentially exemplary damages.

e Both statutes provide for the recovery of attorney’s fees as well as injunctive relief.

This dual liability significantly increases the potential financial consequences for defendants
who input trade secret information into LLMs.

INSURANCE COVERAGE FOR LLM-RELATED TRADE SECRET DISCLOSURE
Companies facing exposure for trade secret misappropriation through use of LLMs may
find potential coverage under commercial general liability (CGL) policies, though specific
outcomes will likely depend on policy language and jurisdiction.

A. Potential Policy Provisions Providing Coverage

Advertising Injury Coverage: Certain Commercial General Liability (“CGL”) policies cover
“advertising injury,” which may result from the disclosure of confidential and proprietary
information. CGL policies may define “personal and advertising injury” to include “oral or
written publication, in any manner, of material that . .. disparages a person’s or organization’s
goods, products or services.” 17 If certain types of trade secrets are disclosed through an
LLM solution (e.g., internal competitor assessments and/or internal product comparisons)
and subsequently published to third parties, this coverage may be triggered.

e Property Damage Coverage: Some property insurance policies define “property
damage” to include loss of use of tangible property and/or damage to electronic data.
Courts in some jurisdictions have recognized trade secrets as property that can be lost
or damaged.

e Cyber Liability Coverage: Some insurance policies that cover cyber liability may explicitly
cover unauthorized disclosure of confidential information via use of LLMs.

B. Coverage-Related Issues
Companies seeking insurance coverage for improper LLM-related disclosures of trade
secrets should consider the following issues:

¢ Intentional Acts Exclusions: Most policies exclude coverage for intentional acts, which
could apply if an employee deliberately discloses trade secrets via an LLM.

e Data Exclusions: Some policies contain exclusions for electronic data or information-
related claims.

e Prior Knowledge Exclusions: Insurers may deny coverage if the insured was aware of
the potential disclosure before the policy period.

¢ Notice Requirements: Prompt notice to insurers is typically required when a potential
claim arises.

CONCLUSION

LLMs are a type of Al system that offers unprecedented capabilities for information
processing and content creation. They also introduce novel risks to IP owners, particularly
concerning the protection of trade secrets. For many organizations, trade secrets represent
a critical form of IP. Unlike patents or copyrights, trade secrets derive their value precisely
from remaining confidential, and once publicly disclosed, they lose value permanently.

The risk and legal issues presented by LLMs represent a new frontier in IP law. Parallels of
prior cases concerning the disclosure of trade secrets through legitimate means — such
as patent applications — offer insight as to the issues presented by LLMs. However, the
potential scale and exponential speed of public disclosure presented by LLMs magnify
the potential losses, potential liability and monetary recovery, and urgency of establishing
protective measures.

As LLM solutions continue to evolve, organizations should continue to evaluate the policies
and procedures that protect against their related risks.
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INTRODUCTION
Counterfeiting has been described
as “the world’s second oldest
profession.” In 2018, worldwide
counterfeiting was estimated to
cost the global economy between
USD 1.7 trillion and USD 4.5 trillion
annually, as well as resulting in
more than 70 deaths and 350,000
serious injuries annually. It is
estimated that more than a quarter of US consumers have purchased a counterfeit product.

The counterfeiting problem is expected to be exacerbated by the unprecedented shift in
tariff policy. Tariffs, designed as an import tax or duty on an imported product, are often a
percentage of the price and can have different values for different products. Tariffs drive up
the cost of imported brand name products but may not, or only to a lesser extent, impact
the cost of counterfeit goods.

In this article, we examine the extent of the global counterfeit dilemma, the role experts
play in tracking and mitigating the problem, the use of anti-counterfeiting measures, and
the potential impact that tariffs may have on the flow of counterfeit goods.

Brand goods have always been a target of counterfeits due to their high price and associated
prestige. These are often luxury goods and clothing, but can also be pharmaceuticals,
cosmetics, and electronics. The brand name is an indication of quality materials,
workmanship, and technology. People will pay more for the “real thing,” or decide to buy
something cheaper that looks “just as good.” In many cases, “just as good” is a counterfeit
of the brand name product.

A tariff is an import tax or duty that is typically paid by the importer and can drive up the
cost of imported brand name products. For example, a Yale study has shown that shoe
prices may increase by 87% and apparel prices by 65%, due to tariffs. On the other hand,
counterfeit products don’t play by the rules and can often avoid paying tariffs, such as the
case of many smaller, online transactions, shipped individually.

Therefore, we expect to see an increase in counterfeit products as well as a need to increase
efforts to reduce the economic losses of counterfeiting.

THE SCALE OF THE COUNTERFEIT PROBLEM

In their 2025 report, the Organisation for Economic Co-operation and Development (OECD)
andthe European Union Intellectual Property Office (EUIPO), estimated that in 2021, “global
trade in counterfeit goods was valued at approximately USD 467 billion, or 2.3% of total
global imports. This absolute value represents an increase from 2019, when counterfeit
trade was estimated at USD 464 billion, although its relative share decreased compared to
2019 when it accounted for 2.5% of world trade. For imports into the European Union, the
value of counterfeit goods was estimated at USD 117 billion,

or 4.7% of total EU imports.”

In a 2020 report, the US Patent and Trademark Office (USPTO) estimated the size of the
international counterfeit market as having a “range from a low of USD 200 billion in 2008 to
a high of USD 509 billion in 2019

According tothe OEDC/EUIPO General Trade-Related Index of Counterfeiting for economies
(GTRIC-e), China continues to be the primary source of counterfeit goods,

as well as Bangladesh, Lebanon, Syrian Arab Republic, and Tirkiye.

Table 2.1. Top economies most likely to be provenance of counterfeit goods, 2020-21

GTRIC-e average 2020-2021
Provenance GTRICe

Hong Kong (China) 1

Tirkiye 1

Lebanon 1

Syrian Arab Republic 1

Andorra 1

Albania 1

Moldova 0.998
Cambodia 0.997
China 0.99%
Sint Maarten 0.992
Senegal 0.972
Benin 0.924
Bahrain 0.878
Georgia 0814
Mozambigue 0.781
Bangladesh 0.749
Iran 0.715
Panama 0.705
Liberia 0.680
Jordan 0.660
Nigeria 0611
Colombia 0.604
Saudi Arabia 0536
Lao People's Democratic Republic 0526

Source: OECD-EUIPO calculations.

Based on customs seizures in 2020-21, the most common items are clothing (21.6%),
footwear (21.4%), and handbags, followed by electronics and watches. Based on the value of
goods seized, watches (23%) and footwear (15%) had the highest value. However, it should
be noted that items that are easier to detect and seize are likely to be overrepresented in
the data.

Figure 2.3. Top 20 product categories for counterfeit and pirated goods, 2020-21

Share of number of customs seizures m Share of seized value

Clothing, knitted or crocheted (61) [
Footwear f&
Articles of leather; handbags (42)
Electrical machinery and electronics (85)
Watches (31)
Clothing and accessornies, not knitted or crocheted (62/65)
Perfumery and cosmetics (33)
Jewellery (71)
Toys and games (35)
Optical; pholographic; medical apparatus (30)
Other made-up textile articles (63)
Vehicles (87)
Plastic and articles thereof (39)
Machinery and mechanical appliances (84)
Pharmaceutical products (30)
Knitted or crocheted fabrics (60)
Packaging
Miscellaneous manufactured articles (66/67/96)
Iron and steel; and articles thereof (T2/73) [*
Musical instruments (92) [
Pulp and paper (47/48) |
Miscellaneous articles of base metal (83) |
Furnitures (94) |
Finishing of textiles (58) |
Tanning or dyeing extracts (32)

0% 5% 10% 15% 20% 25%

Source: OECD global customs seizures data.

Although the share of watches declined, and electronics, toys, and games increased, it
remains unclear whether this represents a long term trend or just a short term fluctuation.
In general, high value products in high demand continue to be counterfeited.

Data from the US Library of Congress indicates that 60% — 80% of counterfeit products are
purchased by Americans. The US accounts for approximately 5% of the world’s consumers;
however, it represents greater than 20% of the world’s purchasing power.

Though it is still possible to find counterfeit products at local markets, a large number of
counterfeit goods are obtained through online retailers and shipped directly to consumers
as small parcels classified as de minimis trade. This allows for the duty-free import of
products up to USD 800 in value. Counterfeit items may be knowingly or unknowingly
purchased from online retailers and shipped directly to consumers, duty-free. Purchased
products can be shipped via postal services, classified as de minimis trade. Approximately
79% of packages seized contained less than 10 items. Given the size and volume of the
packages arriving daily, many or most will evade scrutiny by customs officials. This means of
import is increasing over time. In 2017-19 it was 61% of seizures. By 2020-21, it was 79%.

ECONOMIC IMPACT OF COUNTERFEITING

The scale of the counterfeiting problem has significant impacts on the US economy, US
business interests, and US innovations in lost sales and lost jobs. Moreover, counterfeit
products are often made quickly and cheaply, using materials that may be toxic. The
companies producing these goods may not dispose of waste properly and may dump it into
waterways, causing significant environmental consequences.

Counterfeit products from electrical equipment and life jackets to batteries and smoke
alarms may be made without adhering to safety standards or be properly tested. These
products may fail to function when you need it and may lead to fire, electric shock,
poisoning, and other accidents that can seriously injure and even kill consumers.
Counterfeit cosmetics and pharmaceuticals can also lead to injuries by either including
unsafe ingredients or by failing to provide the benefits of the real product.

THE TARIFF COUNTERFEIT CONNECTION

Tariffs may be seen as a tax on consumers and raise the price of imported products that
are already the target of counterfeiters such as luxury leather products and apparel. It’s
commonly understood that raising prices on genuine products can only drive up the
demand for counterfeit goods. In general, consumers will have less disposable income and
the brand goods they desire will cost more which is bound to increase the demand for
counterfeit goods.

Although recent changes removing the USD 800 tax exemption on de minimis shipments
from China and Hong Kong will make it more expensive for counterfeiters to ship their
goods internationally, tariffs are typically applied as a percentage of the cost of an object.
This will cause the price of more expensive legitimate goods to increase even more than the
cheaper counterfeit goods and likely make the counterfeit products even more attractive
economically.

Therefore, we expect to see an increase in counterfeit products as well as an increase in
efforts to reduce the economic losses of counterfeiting.

THE ROLE OF TECHNICAL EXPERTS IN COUNTERFEIT DETECTION
Technical experts play animportant role in both the prevention and detection of counterfeits
and helping to identify counterfeiting entities.

Whether counterfeit money, clothing, shoes, electronics, cosmetics or pharmaceuticals,
the first step in fighting counterfeits is detecting them. In some cases, the counterfeit
product is obvious. A leather product may not be leather, a logo may be wrong, packaging
may have a spelling mistake, or a holographic label may be missing. These products may be
seized by customs. However, some counterfeit products are very difficult to detect. In the
case of a counterfeit memory card with less than the stated capacity or a pharmaceutical
that contains the wrong active ingredient, technical analysis may be needed to identify the
parts. Technical analysis may also be used to try and identify the source of the counterfeit
goods.

For prevention measures, manufacturers may use radio frequency identification (RFID)
or Near Field Communication (NFC) tags within their products. RFID tags are microscopic
semiconductor chips attached to a metallic printed antenna. The tag itself may be flexible
and easy to incorporate into packaging or into the product itself. A passive RFID requires
no power and has sufficient storage to store information such as product name, stock
keeping unit (SKU), place of manufacture, date of manufacture, as well as some sort of
cryptographic information to attest to the authenticity of the tag. A simple scanner powers
the tag using an electromagnetic field and reads the tag. If manufacturers include RFID tags
in products, an X-ray to identify a product in a de minimis shipment (perhaps using artificial
intelligence technology) and an RFID scanner to verify the authenticity of the product can
be used to efficiently screen a large number of packages.

Many products also may be marked with photo-luminescent dyes with unique properties
that may be read by special scanners and allow authorities to detect legitimate products.
Similarly, doped hybrid oxide particles with distinctive photo-responsive features may be
printed on products. These particles, when exposed to laser light, experience a fast increase
in temperature which may be quickly detected.

For either of these examples, the ability to identify legitimate products, or — due to the
absence of marking — track counterfeit products, allows authorities to map the flow of the
counterfeit goods through the supply chain as they are manufactured, shipped, and are
exported and imported to countries.

For many vyears, electronic memory cards such as SD cards and USB sticks have been
counterfeited. In many cases, the fake card will have a capacity much smaller than listed. For
example, a 32GB memory card for a camera may only hold 1GB. Sometimes, these products
may be identified by analyzing the packaging for discrepancies from the brand name
products. In other cases, software must be used to verify the capacity and performance of
each one, which is time-consuming when analyzing a large number of products.

Forensic investigators, comprised of forensic accountants and forensic technologists, are
heavily involved in efforts to combat this illicit trade. By analyzing financial records, supply-
chain data, and transaction histories, they trace the origins and pathways of counterfeit
products. Their work often involves identifying suspicious procurement patterns, shell
companies, and irregular inventory flows that signal counterfeit activity.

Forensic investigators often begin by mapping the counterfeit supply chain, an intricate
web that often spans continents. Using data analytics, transaction tracing, and inventory
audits, they identify anomalies in procurement, distribution, and sales records. These
methodologies help pinpoint the origin of counterfeit goods, the intermediaries involved,
and the final points of sale. By reconstructing the flow of goods and money, forensic
investigators can begin to unmask activities.

Cross-border partnerships are essential for tracking assets, sharing insights, and
coordinating with financial regulators. Public-private partnerships further enhance the
effectiveness of anti-counterfeiting efforts. Forensic investigators often serve as bridges
between government agencies, brand owners, and financial institutions, facilitating the
exchange of key information. These partnerships increase information-sharing, streamline
investigations, and amplify the impact of enforcement actions. A promising development
in this space is the World Customs Organization’s Smart Customs Project, which integrates
artificial intelligence to detect and intercept counterfeit goods. Forensic investigators
can leverage this initiative by analyzing Al-generated alerts and incorporating them into
broader financial investigations, which allows for faster and more accurate identification of
illicit networks.

Jurisdictional complexity is a major hurdle in anti-counterfeiting efforts. Forensic
investigators work closely with legal teams to navigate these challenges to ensure that
investigations comply with local laws, and evidence is admissible and can withstand
scrutiny in court, especially when dealing with offshore accounts and international money
laundering schemes.

Forensic investigators follow the money, tracing illicit profits through bank accounts, shell
companies, and cryptocurrency transactions. Their findings not only help recover stolen
assets but also support disputes by providing expert testimony that quantifies financial
losses and identifies the bad actors.

CONCLUSION

Imitations of brand name products have become more convincing, harder to detect,
and the sources of the counterfeit goods more difficult to identify. While counterfeiting
clearly has evolved because of technological advancements, e-commerce, and the growing
sophistication of bad actors, the process has now been complicated even further by the
unpredictable tariff and trade policies that are affecting businesses worldwide.

Consequently, companies need to take a multi-faceted approach to these new challenges
introduced into the counterfeiting of products by tariffs. By engaging high-tech product
authentication measures, utilizing technology-based alerts about counterfeits, and
retaining the specialized skills of forensic investigators and other experts, companies will be
able to navigate the risks posed by the complex and changing relationship between tariffs
and counterfeit goods.

To explore this topic further, please contact:

David Fraser
david.fraser@jsheld.com
+1 403 229 9192

Matt Brown
matt.brown@jsheld.com
+1 713 564 6705

James E. Malackowski
james.malackowski@jsheld.com
+1312 327 4410



mailto:james.malackowski%40jsheld.com?subject=

By James E. Malackowski and
Cole Kartman

INTRODUCTION
Established 25 years ago at the
turn of the century by the World
Intellectual Property Organization
(WIPO), World IP Day celebrates
the unique contributions made by
global inventors and creators. Over
the past half century, intangible
asset value has skyrocketed from
17% of S&P 500 market value
in 1975, to 68% in 1995, to more than 90% today. Ocean Tomo leadership and their
predecessor firms have been an active participant in IP markets for decades and have seen
this evolution firsthand.

In celebration of World IP Day on April 26th and the role that different types of IP rights play
in encouraging innovation and creativity, we present a more recent review of trends across
IP types over the last decade. Our review discusses and analyzes the evolution of Technology
Rights Enforcement (TRE) specific to patents, trade secrets, and copyrights. As described
by the WIPO, TRE is “a crucial legal mechanism [for businesses] to protect their investment
and ensure fair competition.” Patents, trade secrets, and copyrights each provide a unique
tool for a company’s TRE strategy. Patent protection lasts 20 years, copyright protection
extends up to 70 years after the author’s death, and trade secrets have an indefinite life so
long as they are not disclosed to the public. Between patents and trade secrets, IP owners
must make the choice to disclose their inventions to the public in exchange for a 20-year
monopoly, or to keep their inventions as trade secrets in hopes that competitors are unable
to reverse engineer such innovation. A decade ago, we predicted that trade secrets would
start to garner greater focus. We review the last ten years and update our view to now
predict a greater balance between patent, trade secret, and copyright TRE.

EVOLVING PRIORITIES IN INTELLECTUAL PROPERTY

The past decade has witnessed significant transformation to the management of intellectual
property (IP) as an asset, especially as it relates to monetization and enforcement of
technology rights. Traditionally, organizations prioritized patents—investing heavily in their
development, monetization, and enforcement. However, recent trends indicate a moderate
decline in patent litigation filings, from approximately 5,800 case filings in 2015 to 3,800
in 2024. In 2017, the TC Heartland decision impacted venue requirements and restricted
patent owners’ discretion to file in the venue of their choice. This has resulted in many new
cases being filed in Delaware where many entities are incorporated. Unable to choose their
venue, patentees have been forced to adjust their case strategy or consider whether to file
at all if a litigation strategy was dependent on filing in a specific venue where patent case
schedules are expedited or judicial experience is seen to best fit the case at hand. Patent
litigation filings saw a decline from approximately 4,500 case filings in 2016 to just under
4,000 in 2017, the year after the TC Heartland decision.

Feedback we receive from the market suggests that starting in 2018, shifts in judicial
interpretations—particularly more restrictive decisions regarding patent eligibility,
injunctions, and damages—Iled companies to reassess their IP strategies. It has become
increasingly frequent to invalidate patents as abstract ideas under Section 101 of the Patent
Act. Related to damages, in 2021, the US Court of Appeals for the Federal Circuit (CAFC) in
Omega Patents, LLC v. CalAmp Corp. rejected a patentee’s licensing policy as a means of
apportionment and imposed a stricter standard of accounting for the distinguishing facts
between a license agreement and a contemplated hypothetical negotiation. More recently,
in 2023, the CAFC in VLSI Technology LLC v. Intel Corp. vacated a USD1.5 billion jury verdict
citing that VLS| had erred by estimating the benefits of the patented invention by performing
testing of non-accused features. While other CAFC decisions during this same period were
arguably favorable for patentees, others appear to have contributed to lower patent case
filings since 2015.

Another factor we believe likely contributing to lower patent case filings is increased scrutiny
over litigation transparency. Such heightened attention on who may be controlling a non-
practicing entity (NPE) or litigation-funded plaintiff may discourage filings by plaintiffs not
willing to disclose the existence or the identity of investors or ownership structure. Such
transparency requirements have been prominent in the District of Delaware where Judge
Connolly has issued a standing order ordering parties to disclose “the name of every owner,
member, and partner of the party, proceeding up the chain of ownership until the name
of every individual and corporation with direct or indirect interest in the party has been
identified.” Should the “Litigation Transparency Act of 2025” make its way through Congress
and become law, the future impact on patent case filings will likely be greater.

Looking further to the future, it is worth noting that consideration of the “RESTORE Patent
Rights Act of 2024” pending in Congress may temper the decline in cases discussed above
as this legislation is seeking to strengthen rights of patentees by instituting a rebuttable
presumption of injunction for patent infringement. If passed, this bill would strengthen
patent TRE position and may lead to a rebound in patent case filings.

RISE IN TRADE SECRET LITIGATION

In response to the contemporary challenges associated with patent enforcement, many
companies have begun to place greater focus on the protection and monetization of trade
secrets. This shiftis evidentin the increasing number of trade secret litigation cases. According
to data from Lex Machina, the enactment of the Defend Trade Secrets Act (DTSA) in 2016
resulted in a notable surge in federal trade secret cases, with filings consistently remaining
above pre-DTSA levels. While there was a brief decline during the COVID-19 pandemic, the
number of cases rebounded, with over 1,200 cases filed in 2023 and over 1,300 in 2024
compared to less than 1,100 in 2015.

Enactment of the DTSA provided greater protection for trade secrets and has arguably made
it easier to establish the existence and misappropriation of trade secrets. The definition
of a trade secret under DTSA is considered broad by many, allowing trade secret holders
additional flexibility in what may be appropriately considered a trade secret, especially
with respect to how trade secrets are defined for the purpose of litigation. In the first year
following the enactment of the DTSA, trade secret case filings rose from less than 1,200 in
2016 to nearly 1,400 in 2017.

Certain circuits have now applied the DTSA to allow for damages on sales related to
misappropriation occurring outside of the United States, contingent on if there was an
“act in furtherance of the misappropriation in the US.”. For example, in Motorola Solutions,
Inc. v. Hytera Communications Corp., No. 1:17-cv-01973 (N.D. lIl.), a jury issued a verdict
against Hytera ordering it to pay over USD765 million in damages for misappropriation of
Motorola trade secrets. TRE considering foreign sales may lead to even further emphasis
on the development, protection, and assertion of trade secrets. Large damage awards may
also drive arise in TRE via trade secret claims. As an example, in 2022, in Appian Corporation
v. Pegasystems, Inc., No. 2020-07216 (Fairfax County Circuit Court), a jury found that
Pegasystems misappropriated Appian’s trade secrets and issued a verdict for the largest non-
biotech damages claim to date of over USD2 billion.

EMERGENCE OF COPYRIGHT CONCERNS IN THE AIML DOMAIN
Traditional copyright cases have expanded in recent years to recognize the role copyrights
play in providing data and content for training Artificial Intelligence and Machine Learning
(AIML) technologies. These technologies often require vast amounts of data for training,
raising concerns about the use of copyrighted material without authorization. This has led to
a notable number of copyright infringement lawsuits against Al companies.

Over the last decade, annual filings of copyright cases have varied from year to year with
approximately 5,200 in 2015, a low of approximately 3,400 in 2020 and a high of 7,650
in 2024 — more than double the 2020 figure. Notably, since May 2020, there has been a
significant increase in lawsuits involving plaintiffs ranging from individual authors and visual
artists to major media companies and music industry giants. Defendants include prominent
Al developers like OpenAl, Meta, Microsoft, Google, Anthropic, and Nvidia. The outcomes of
these cases may directly inform best practice for IP management within the Al industry as
well as the broader digital information ecosystem.

While there has been a rise in AIML related litigation in recent years, this trend may not
last. As AIML becomes more ubiquitous, the demand for training data and content will
continue to rise, creating the need for AIML platforms to obtain content use rights to avoid
copyright suits. To meet such needs, further development of an efficient and transparent,
market-based transactional platform for licensing data and artistic content is likely. Such
transactional platforms will continue to improve market transparency and efficiency, reduce
transaction costs, and promote fair competition and pricing. Standardized markets for high
quality data and content ensure content creators and data owners are fairly compensated
for their contributions to AIML models and incentivize the creation of high-quality data and
content for continued growth of AIML platforms. We expect that the recent rise in copyright
cases for AIML will peak and then decline as markets for AIML licensing mature.

CONCLUSION

The IP landscape is continually evolving, influenced by technological advancements and
changing legal interpretations. Organizations must remain agile, adapting their IP strategies
to address emerging challenges and opportunities, particularly as AIML technologies become
more prevalent and integrate into various sectors. Our review confirms the accuracy of
our past prediction that trade secrets would become more prominent in companies’ TRE
strategies. Over the next decade, we predict companies will take a more balanced approach
between patents, trade secrets, and copyrights, barring any significant legislative changes.
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By Gregory Campanella

INTRODUCTION
Data and artistic content are
essential inputs in the development
of Artificial Intelligence (Al) and
Machine Learning (ML) technologies.
In the rapidly evolving landscape of
Al, demand for high-quality data
and artistic content is surging.
Current methods of Al data collection, however, particularly data scraping, are risky and
controversial due to the lack of provenance and the absence of compensation for owners
and creators. Further, traditional methods of content licensing are inefficient and ill-suited
to the dynamic needs of the Al era. There is a critical need for an efficient, market-based
transactional platform that can streamline the licensing process for data and artistic content.
An efficient, market-based transactional platform will not only facilitate seamless exchanges
and ensure fair compensation for creators but also promote a sustainable ecosystem for
both Al innovation and data and content development.

Al DEMANDS BOTH DATA QUANTITY AND QUALITY

Al and ML technologies are built on complex algorithms and models that use vast amounts
of data; and based on these data, Al and ML models use pattern recognition to make
predictions and generate content. The foundation of Al and ML lies in the data used for
model training, fine-tuning and augmentation. Without sufficient and high-quality data,
even the most sophisticated algorithms can fail to deliver usable or reliable results. This
makes data an essential component in the development and deployment of Al and ML
solutions.

Al and ML models require massive datasets to train effectively; and the quality and
guantity of this data directly impact the performance and reliability of the models. Large
guantities of data are needed for Al and ML models to identify and capture underlying
patterns, enabling them to compress data from a wide array of examples and improve their
predictive capabilities. Large data collection helps to minimize overfitting, where models
can’t generalize, performing well on training data, but poorly on new data. The diversity
within a given data set ensures that models can handle different situations robustly, making
them more reliable in real-world applications.

Large, diverse datasets are integral for developing reliable and effective Al and ML models.
However, the quality of data is even more crucial to the success of Al and ML initiatives
than quantity. High-quality data ensures that models learn from authentic, relevant, and
diverse information, reducing hallucinations and enhancing their ability to provide relevant
answers or generalize across different scenarios. Low-quality data, on the other hand,
often results in erroneous output and unreliable models, regardless of the dataset size.
Garbage in, garbage out. Models trained on high-quality data also require less time and
computational resources to achieve optimal performance.

Artistic content plays a significant role in training models for tasks such as image and video
generation, music composition, and multimodal outputs. Without diverse and high-quality
artistic content, generative models like GANs (Generative Adversarial Networks) and
VAEs (Variational Autoencoders) are unable to learn and generate ‘new’ creative works.
Ultimately, high-quality data sets improve the adaptability of Al and ML models, enabling
them to make more accurate predictions when the training data is representative of real-
world scenarios.

DATA SOURCES

Al'and ML models acquire data from a variety of sources without clear lineage or license for
its use. Public data sets from platforms like Kaggle, UCI Machine Learning Repository, and
government databases are widely used. Web scraping, which involves extracting data from
websites using automated tools and scripts, is another common method. APIs provided by
various platforms and services offer programmatic access to data; and licensing agreements
with organizations and institutions can provide proprietary datasets that are not publicly
available.

In addition to these “real” data sources, synthetic data generated by algorithms has been
proposed as an alternative data source when real data is scarce, sensitive, or inaccessible.
Training Al models on synthetic data, however, will likely lead to model degradation.
Synthetic data may not sufficiently capture the full diversity and feature distribution of real-
world data, resulting in models that are less robust, accurate, and unable to generalize well
to new data. Synthetic data may also exaggerate imperfections present in the original data,
which can lead to lower-quality models. Another significant concern when using synthetic
data is model collapse. Model collapse occurs when Al models trained on data generated
by other Al models lose data from the original data distribution, resulting in increasingly
similar, less diverse and/or low-quality outputs. Ultimately, if the synthetic data are not
carefully generated, they may introduce biases that were not present in the original data,
leading to biased models that make inaccurate predictions.

DATA VALUE

Data acquisition for Al and ML training is currently a complex, and increasingly contentious
process as media companies, content producers and enterprise customers recognize the
significant value that Al and ML platforms derive through the commercialization of their
IP and data assets. Recently, several noteworthy legal cases have emerged around Al and
ML data acquisition and scraping practices. In 2023, more than 13 new content-related
lawsuits were filed against Al companies. Notably, The New York Times filed a multi-billion-
dollar lawsuit against Microsoft and OpenAl, the creator of ChatGPT, accusing them of
copyright infringement and abusing the newspaper’s intellectual property to train large
language models (LLMs).

Adding to the contention is the growing consensus that data are becoming one of the
most valuable forms of intellectual property (IP). As Al and ML technologies advance, the
importance of high-quality, diverse datasets has surged, often surpassing the traditional
value placed on other forms of IP. This value shift underscores the critical role data assets
play in driving innovation and competitive advantage in the Al era.

In recognition of the value of data, Al and ML platforms are scrambling to acquire content
use rights. However, blanket content licensing can be risky for both the Al platform and the
content owner. Al and ML platforms may overpay, agreeing to high license fees based on
the anticipated value of the data, only to find that the licensed data are not as useful or
relevant as initially surmised.

For data owners, blanket licensing is a double-edged sword. For a struggling online
magazine or newspaper, a blanket content license may be a welcome lump sum payment
or short-term revenue stream. But when content owners do not fully understand the
rights or value of the rights that are being granted, and the long-term benefits of data to
Al and ML platforms, underpayment and / or loss of control is a real and significant risk as
Al becomes a larger part of their distribution channel. Additionally, content owners may
find it challenging to negotiate fair terms when they lack Al and Al customer usage data,
bargaining power or the expertise needed to assess the potential long-term benefits and
value of their data.

INFRASTRUCTURE FOR EFFICIENT MARKET-BASED DATA ACQUISITION

AND LICENSING

The data sourcing, pricing, and usage challenges confronting data owners and Al and
ML platforms highlight the benefits of an efficient, independent, and market-based
transactional platform for enterprise data and artistic content. A transactional platform must
be independent of the interest of both the buyer and seller to gain the trust of its users.
An independent transactional platform will enable a more dynamic and balanced market
for data and intellectual property, fostering Al and ML innovation while also protecting the
rights of content creators and data owners, ultimately rewarding all participants in the Al
value chain.

An independent, auditable transactional platform would significantly improve market
efficiency and pricing. Moreover, a transparent marketplace for data and artistic content
would streamline the process of buying and selling data and content, reducing transaction
costs and eliminating the need for lengthy individual negotiations, paper contracts and
royalty reports. By offering clear market pricing and licensing mechanisms, it would help
establish fair market values for different types of data and content, ensuring that both
buyers and sellers are adequately compensated and use rights are enforced. Additionally,
the platform could incorporate tools for tracking and measuring the usage, attribution, and
contribution of data and content, providing insights into its actual value and impact. This
transparency would reduce information asymmetry and economic imbalances allowing all
value chain participants to make more informed decisions and be compensated fairly for
their contributions.

For a sustainable and efficient information economy, there must be both transparency and
accountability. Further, in addition to accurate and timely information about prices, there
must also be reliable mechanisms to track and measure the usage by, and contribution
of, data and artistic content to Al and ML platforms. Accurate and real-time pricing, as
well as robust mechanisms to track and measure the usage and contribution of data and
artistic content to Al and ML platforms, would significantly improve market efficiency and
thus enable market-based pricing. Price transparency allows market participants to make
informed decisions, reducing information asymmetry and promoting fair competition.
When data and content rights and usage are accurately tracked, it ensures that content
creators and data owners are fairly compensated based on the value their contributions
bring to Al and ML models. These conditions would not only incentivize the creation and
sharing of high-quality data but also help to inspire trust between data providers and Al
and ML developers (Developers). Additionally, dynamic pricing models, driven by real-time
data, can adjust prices based on demand, usage patterns, and market conditions, ensuring
that prices reflect the true value of data and content.

In addition to transparency, an efficient transactional platform must include easy, verifiable
access to data provenance for diverse data sets and artistic content. Clear data provenance
requires that the origin, quality, and legal status of the data is known to all users, reducing
the risks associated with copyright infringement and unauthorized use. This clarity helps
establish trust between data providers and Developers, facilitating smoother negotiations
and fairer compensation agreements. Additionally, having a wide range of high-quality, well-
documented datasets that are readily available allows Developers to distinguish and select
the most relevant data for their needs, optimizing the performance of their models. This
would reduce the significant time and resources spent on data acquisition and preparation,
leading to cost savings and more competitive pricing, which benefits both data/content
owners and Developers.

The benefits of an efficient data and content transaction platform are many. For
Developers, access to more high-quality data will lead to improved model performance,
lower computing costs and more rapid innovation. For Developers and data owners,
access to such a transactional platform would significantly reduce the cost of finding
counterparties, negotiating terms, and finalizing deals; reducing the time and resources
spent on individual agreements. Standardized licensing deals can simplify negotiations and
ensure that all parties understand the terms, which reduces legal fees and the complexity
of individual negotiations. With transparent market pricing all parties can be assured that
they are receiving fair compensation based on market demand and the actual value of their
contributions. The platform connects data/content owners with a wider range of potential
buyers, increasing the likelihood of finding suitable and competitive offers. Additionally, the
platform can provide tools to track and measure the usage and value of data and content,
ensuring that owners are compensated accurately and fairly based on actual usage.

Negotiating and valuing an upfront license for data and artistic content in Al and ML
platforms presents significant challenges. The intrinsic value of data and content can
be highly variable, depending on factors such as uniqueness, quality, relevance, and
perceived impact on model performance. Additionally, the rapid evolution of Al and ML
businesses makes it difficult to predict long-term value accurately. In contrast, a usage-
based model enabled by an efficient transactional platform offers a more flexible approach.
By compensating data/content owners based on their contributions, this model ensures
that remuneration is aligned with the actual usage and benefits derived from their data
and content. It also ensures that Developers do not overpay for the use of data/content, as
payments are directly correlated to the actual value and usage of the data and content. This
approach canintegrate with various pricing models, including subscription, pay-per-use, and
advertising-based monetization models, providing a scalable and dynamic framework that
can accommodate diverse business needs and market conditions. This not only incentivizes
high-quality contributions but also fosters a more sustainable and collaborative ecosystem
for Al and ML development.

For data/content owners, an efficient transactional platform offers increased revenue
streams, broader market reach, enhanced collaboration, efficient use of data and content
assets, and the opportunity to establish industry standards and best practices. For
Developers, an efficient transactional platform provides access to the verifiable, quality
data needed for enhanced model accuracy, cost efficiency and accelerated time-to-market.

Al DATA AND IP LICENSING PROVIDERS

Although a usage-based transactional model enabled by an efficient, transparent
transactional platform would address many of the use rights concerns currently faced by
data/content owners and Al Developers, the adoption of such platforms is just beginning.
Only a handful of companies have attempted, or are currently pioneering solutions, most of
which have only announced fundraising and potential betas for their products.

In 2012, the intellectual property advisory firm Ocean Tomo launched the first intellectual
property trading platform, Intellectual Property Exchange International (IPXI). IPXl aimed to
create a marketplace for IP rights, allowing for the trading of unit license rights (ULRs). This
innovative approach was designed to make IP transactions more efficient and transparent.
Unfortunately, IPXI ceased operations in 2015, but its efforts were recognized as positively
contributing to the global IP market.

Today, Personal Digital Spaces (PDS) is a noteworthy leader in the space. Offering an end-
to-end data and IP licensing and market platform, PDS has a commercialized enterprise
product, customers, and established leadership and development teams. The PDS platform
allows data attribution/contribution to be recognized and tracked providing guarantees
of integrity and accountability. Moreover, the platform integrates blockchain technology
to enable real-time management and monetization of data / IP assets. PDS’s platform
supports multiple licensing strategies and pricing models such as subscription, pay-per-use,
and advertising-based models. By facilitating a complete accounting and value exchange
mechanism, PDS’s platform ensures fair compensation for data owners and content creators
while providing Al Developers with a scalable framework for their initiatives.

In addition to PDS, Story Protocol, a development-stage company, recently raised an
impressive USD 80 million, at a valuation of USD 2.25 billion. Story Protocol, like PDS,
intends to deploy a blockchain-based protocol for intellectual property management. Story
Protocol’s offering, however, is not yet commercially available and its product roadmap
currently lacks comprehensive functionality.

Human Native Al, another early-stage company, is developing a platform designed to manage
and monetize digital content. The company’s goal is to create a decentralized marketplace
where content creators can license their works to Developers for training purposes. Human
Native Al was founded in April 2024, and its product is currently in

beta. The company is working to build out its operating team and infrastructure to bring i